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ABSTRACT
In this paper, a novel trajectory planning methodology is proposed for use within a semi-automated hy-

draulic rockbreaker system. The objective of the proposed method is to minimize the trajectory duration
while hydraulic fluid flow rate limits are respected. Within the trajectory planning methodology, a point-
to-point path planning approach based on the decoupling of the motion of the rockbreaker’s first joint is
compared to an alternative approach based on Cartesian straight-line motion. Each of these path types are
parameterized as a function of time based on an imposed trajectory profile that ensures smooth rockbreaker
motions. A constrained nonlinear optimization problem is formulated and solved with the trajectory du-
ration as the objective function while constraints are applied to ensure that flow rate limits through the
rockbreaker’s proportional valves and hydraulic pump are not exceeded. The proposed methodology is suc-
cessfully implemented to compute a set of representative trajectories with the path planning approach based
on the decoupling of the motion of the rockbreaker’s first joint consistently producing shorter trajectory
durations.

Keywords: rockbreaker; hydraulic robot; path planning; trajectory planning; mining robotics; mining
automation.

DÉVELOPPEMENT D’UN ALGORITHME DE PLANIFICATION DE TRAJECTOIRES EN
FONCTION DES LIMITES DE DÉBITS HYDRAULIQUES POUR UN BRISE-ROCHE À 4 DDL

RÉSUMÉ
Dans cet article, une méthode novatrice est proposée pour la planification de trajectoires d’un brise-roche

hydraulique semi-automatisé. L’objectif visé est de minimiser la durée des trajectoires tout en assurant
le respect des limites qui s’appliquent aux débits de fluide hydraulique. En ce sens, les trajectoires point
à point fondées sur le découplage du mouvement de rotation associé au premier axe du brise-roche sont
comparées aux trajectoires en ligne droite dans l’espace cartésien. Chacun de ces types de trajectoires sont
paramétrisés en fonction du temps selon un profil imposé qui assure un mouvement graduel et continu du
brise-roche. Un problème d’optimisation sous contraintes non-linéaire est formulé et résolu en utilisant la
durée de trajectoire comme fonction objective, les contraintes cherchant à assurer que les limites de débits
de fluide hydraulique passant par les soupapes et la pompe soient respectées. La méthodologie proposée est
validée en l’appliquant à un ensemble de trajectoires représentatives. Il est observé que l’approche basée sur
le découplage du mouvement du brise-roche produit des trajectoires de durées plus courtes.

Mots-clés : brise-roche ; robot hydraulique ; planification de trajectoires ; robotique minière ; automatisation
des processus miniers.
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1. INTRODUCTION

A rockbreaker is a hydraulically driven machine used in the mining industry whose purpose is to break
large pieces of ore. A typical operation is shown in Fig. 1(a) where the grizzly acts as a filter through which
ore must pass. Benefits related to the automation of rockbreakers include increases to workplace safety,
efficiency and productivity as well as decreases in operating and maintenance costs [1–4]. Automation
also increases the ease of use of rockbreakers and reduces the need for operator training [5]. While tele-
operated rockbreakers achieve some of these benefits, they are challenged by limited operator visibility,
depth perception and system latency [1, 6]. Meanwhile, the full automation of a rockbreaker is impeded by
the requirement of sensing oversize rock locations and shapes to determine the optimal breaker tip pose for
breaking ore [1]. This paper proposes a semi-automation approach based on the following procedure:

1. The operator specifies an oversize rock location using a graphical user interface.

2. The rockbreaker automatically moves to the specified location above the oversize rock in two sequen-
tial steps:

i) Motion of the breaker tip along a vertical line to bring it to the work plane.

ii) Horizontal trajectory of the breaker tip within the work plane to bring it to the specified location.

3. The operator breaks the rock through a teleoperation interface.

The work plane (Fig. 1(a)) is located above the largest piece of ore on the grizzly. The proposed approach,
similar to those described in [1, 7], allows the operator to drive multiple rockbreakers simultaneously. Tra-
jectory planning, one of the main components of rockbreaker semi-automation, is the focus of this work.

A rockbreaker is a hydraulically actuated four-degree-of-freedom (4-DoF) robot. While robot trajectory
planning has been extensively researched [8, 9], the use of hydraulic actuation is accompanied by specific
additional requirements. For instance, trajectories must consider hydraulic fluid pressure and flow rate lim-
its. As such, separate research exists dealing with the trajectory planning of such machines [10]. Much of
the existing work deals with hydraulic excavators [2, 11–14], which share many similarities with rockbreak-
ers. A simplified approach to motion planning using pre-programmed scripts based on common excavator
motions is proposed in [11]. Straight-line paths in Cartesian space parameterized using trapezoidal velocity
profiles are used in [2]. The resulting trajectories are not smooth nor optimal and flow rate limitations are
not explicitly considered. Optimized excavator trajectories that seek to minimize trajectory duration and
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Fig. 1. (a) Typical rockbreaker installation with grizzly used in underground mining operations and (b) definition of
validation trajectories.
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Fig. 2. Schematic representation of rockbreaker with parameter definitions: (a) Top view of base and swing post, (b)
detailed side view of a typical joint and (c) side view of complete rockbreaker

joint torques are proposed in [12]. However, the excavator’s motion in Cartesian space, of critical impor-
tance for underground mining applications, is not directly prescribed. This issue also exists in [13] where
time-optimal trajectories are found by optimizing the motion between way-points using the virtual motion
camouflage approach. Flow rate limitations are imposed by setting limits on the angular motion of the exca-
vator’s revolute joints, which represents an overly conservative approach. The same approach is used in [7]
to develop a library of optimized trajectories for forwarder cranes using B-splines paths. Meanwhile, straight
line Cartesian trajectories are developed from velocity profiles with sinusoidal ramp-up/down segments in
[14] while applying constant Cartesian velocity and acceleration limits. Finally, a global path planner based
on pre-programmed way-points to generate smooth rockbreaker trajectories while satisfying flow rate limits
is proposed in [1]. However, few details are provided on the implementation of the proposed approach.

Trajectory planning may be considered as the combination of two tasks: path planning and time param-
eterization [15]. The method proposed herein addresses each of these tasks sequentially. Predictable paths
in Cartesian space are defined either as straight lines or with decoupled swing joint motion, allowing for
path validation in cluttered underground environments. The time parameterization of the paths is then done
using smooth profiles while minimizing trajectory duration. This is accomplished while taking into account
hydraulic pump and valve flow rate limits and their configuration-dependent impact on joint velocities.

2. KINEMATIC ANALYSIS OF THE ROCKBREAKER

The rockbreaker is shown schematically in Fig. 2, where link lengths ai (i = 1,2,3,4) are measured
between the axes of revolute joints Ri and Ri+1 (though a4 is measured from R4 to the breaker tip P).
The revolute joints, with angular displacements θi, are driven by hydraulic prismatic actuators of length
ρ j ( j = 0,1, . . . ,4) acting between the actuator body (A j) and rod (B j) pin connections. In the case of R1,
two actuators (ρ0 and ρ1) are used in parallel. The hydraulic actuators and revolute joints are mechanically
limited such that ρ jmin ≤ ρ j ≤ ρ jmax and θimin ≤ θi ≤ θimax . The breaker’s pose is described by the position
p = [x,y,z]T of point P combined with its orientation φ . The latter is measured from the X2 axis of frame
X2Y2Z2, attached to the swing post, to the axis of the breaker (i.e. the line passing through points P′ and P).
The hydraulic actuators are controlled through proportional valves and the rates of change of their lengths,
i.e. ρ̇ j, are subject to valve (Qimax) and pump (Qpmax) flow rate limits (the same valve controls ρ0 and ρ1).

The direct kinematic problem (DKP) computes the pose x = [pT ,φ ]T for given ρ j. One has:

βi = cos−1
(

ui
2 + vi

2−ρ j
2

2uivi

)
(1)
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where only one of ρ0 or ρ1 is needed to find β1. Afterwards, θi may be obtained from βi as

θi = δiβi + εi (2)

where εi is an angular offset based on the system’s geometry and δi is the ith element of δ = [1,1,−1,−1]T .
With ci = cos(θi), si j = sin(θi +θ j), etc., the rockbreaker’s pose is finally obtained as

x =

[
p
φ

]
=


c1(a1 +a2c2 +a3c23 +a4c234)
s1(a1 +a2c2 +a3c23 +a4c234)

b+a2s2 +a3s23 +a4s234
θ2 +θ3 +θ4− γ

 (3)

In order to solve the inverse kinematic problem (IKP), the swing post’s orientation is first obtained as1

θ1 = atan2(y,x). Afterwards θ2, θ3 and θ4 are found by considering the inner boom, outer boom and breaker
as the links of a 3-DoF planar 3R robot whose IKP yields up to two solutions [16]. The corresponding
actuator lengths (i.e. ρ j) may then be found from Eqs. (1) and (2).

A relationship between the actuator and Cartesian velocities is obtained as ẋ = Jθ Jβ Jρ ρ̇ with

Jθ =


−s1α −c1(a2s2 +a3s23 +a4s234) −c1(a3s23 +a4s234) −c1(a4s234)
c1α −s1(a2s2 +a3s23 +a4s234) −s1(a3s23 +a4s234) −s1(a4s234)

0 a2c2 +a3c23 +a4c234 a3c23 +a4c234 a4c234
0 1 1 1

 (4)

Jβ =


δ1/2 δ1/2 0 0 0

0 0 δ2 0 0
0 0 0 δ3 0
0 0 0 0 δ4

 , Jρ =


Jρ0

Jρ1

. . .
Jρ4

 , Jρ j =
ρ j

u jv j sinβ j
(5)

where ρ̇ = [ρ̇0, ρ̇1, ρ̇2, ρ̇3, ρ̇4]
T and α = a1 +a2c2 +a3c23 +a4c234. One also has ρ̇ = J−1

ρ J∗
β

J−1
θ

ẋ with

J∗
β
=


1/Jβ0 0 0 0
1/Jβ1 0 0 0

0 1/Jβ2 0 0
0 0 1/Jβ3 0
0 0 0 1/Jβ4

 (6)

An example of the rockbreaker’s workspace, using the parameter values listed in Table 1, is illustrated
in Fig. 3 for the case where θ1 = 0. The three-dimensional workspace is obtained by sweeping the region
illustrated in Fig. 3 about the Z1 axis over the range θ1min ≤ θ1 ≤ θ1max . The subset of the workspace where
the rockbreaker may operate with its breaker in a vertical orientation (i.e. φ = 270◦) is also shown.

In order to verify the valve and pump flow rate limits, the required flow rates for prescribed actuator
velocities must be computed. For a given ρ̇ , the valve flow rates are obtained as Qv = Jv|ρ̇| with

Jv =


A0 A1 0 0 0
0 0 A2 0 0
0 0 0 A3 0
0 0 0 0 A4

 (7)

1Note: “atan2” is the quadrant corrected arctangent (or four-quadrant inverse tangent) function.
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Fig. 3. Two-dimensional slice of the rockbreaker’s workspace.

where Qv = [Q1,Q2,Q3,Q4]
T and |ρ̇| = [|ρ̇0|, |ρ̇1|, . . . , |ρ̇4|]T . In Eq. (7), A j is the area of the j-th actuator

surface on which the hydraulic fluid is acting. Specifically, A j is equal to the area Ablind j of the jth actuator
piston’s blind side when ρ̇ j > 0 while it is equal to the area Arod j of the rod side when ρ̇ j < 0 (numerical
values used for the validation of the proposed methodology are provided in Section 4). Combined with the
required pump flow Qp = ∑

i
Qi, this yields the total flow rate vector Q = [Q1,Q2,Q3,Q4,Qp]

T .

3. DESCRIPTION OF THE TRAJECTORY PLANNING METHODOLOGY

The semi-automated rockbreaker requires trajectories to be defined between initial and final poses. The
initial pose (x = [pT

I ,φI]
T ) is obtained from the DKP based on measured actuator lengths. The final position

pF is specified by the operator based on the location of the ore to be broken while the final orientation φF

is calculated according to Section 3.1. While the path between the initial and final poses is not critical, it
must be predictable to allow checking for collisions between the rockbreaker and its environment. In fact,
given the serious consequences of underground collisions between the rockbreaker and its surroundings as
well as the environmental challenges associated with the use of sensors to detect obstacles in real-time, the
proposed approach seeks to confirm that trajectories are collision-free prior to any rockbreaker motion. In
this way, trajectory planning is not performed in real-time.

As previously mentioned, trajectory planning is a combination of path planning and time parameterization
[15]. In terms of path planning, decoupled swing joint motion (DSJM) and Cartesian straight-line motion
(CSLM) paths are considered. Meanwhile, the time parameterization of the paths will seek to minimize the
total trajectory duration subject to valve and pump flow rate limits.

3.1. Calculation of the Final Pose Orientation
While the operator specifies pF , φF is found based on the objective of keeping the breaker orientation as

vertical as possible2 to facilitate the breaking of ore. The feasibility of a vertical breaker orientation is first
verified by solving the IKP with pF and φF = 270 degrees as inputs and verifying if ρ jmin ≤ ρ j ≤ ρ jmax . If a
vertical breaker orientation is not feasible, φF is found from the following minimization

min
θ2,θ3,θ4

(θ2 +θ3 +θ4− γ−270)2 (8)

2It may be seen in Fig. 3 that vertical breaker orientations are not always feasible.
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where φ = θ2 + θ3 + θ4− γ and angles are expressed in degrees. Intuitively, the solution to this problem
corresponds to a situation where θi = θimin or θi = θimax for i = 2,3 or 4 (otherwise, φF = 270 degrees would
be feasible). Based on this observation, φF may be found using the following procedure for p = pF :

1. Set θk = θkmin or θk = θkmax (k = 2,3 or 4).

2. Given p, solve the IKP for the remaining (unconstrained) revolute joint angles (i.e. θi with i 6= k) and
verify their feasibility (i.e. θimin ≤ θi ≤ θimax).

3. For all feasible solutions, add φ = θ2 +θ3 +θ4− γ to a list of possible minimum values.

4. Repeat steps 1 through 3 for each limit (θkmin and θkmax) of each joint (k = 2,3,4) which generates a
maximum of 12 candidate φ values.

5. From the generated list of φ values, identify the minimum φmin and maximum φmax such that the range
of admissible breaker orientations is φmin ≤ φ ≤ φmax.

If no feasible value of φ is found for a given p, the desired position of the rockbreaker is outside its
workspace and cannot be reached. Otherwise, φF is set to either φmin or φmax (i.e. the closest to vertical).

3.2. DSJM Path Planning
In the DSJM case, the path of the swing joint (θ1) is planned independently of the motion within the

X2Y2 plane (θ2, θ2 and θ3). Referring to Fig. 3, the benefit of the DSJM approach is that it generates
paths in the horizontal work plane that are guaranteed to be located within the workspace so long as x ' 0
(which is typical in real-world applications). However, the breaker tip is not guaranteed to remain within a
rectangular prism extending vertically above the grizzly, which increases the probability of collisions with
surrounding walls, etc. Given pI = [xI,yI,zI]

T and pF = [xF ,yF ,zF ]
T , the corresponding swing joint angles

are θ1I = atan2(yI,xI) and θ1F = atan2(yF ,xF). The DSJM-based path then becomes

θ1 = θ1I +σ · (θ1F −θ1I ) (9)

p′ = p′I +σ · (p′F −p′I) (10)

φ = φI +σ · (φF −φI) (11)

where p′, p′I and p′F correspond to p, pI and pF expressed in frame X2Y2Z2. Moreover, σ ∈ [0,1] is a
monotonically increasing variable whose time parameterization remains to be determined. Eqs. (9) – (11)
may subsequently be converted into corresponding actuator lengths ρ j with the IKP.

3.3. CSLM Path Planning
In this case, the breaker tip travels along a straight line while its orientation is changing. CSLM paths

guarantee that the breaker tip remains above the grizzly at all times, which decreases the probability of
collisions. Given pI , pF , φI and φF , the CSLM-generated path is expressed by Eq. (11) combined with

p = pI +σ · (pF −pI) (12)

Once again, corresponding actuator lengths are obtained with the IKP. While the feasibility of CSLM paths
are not guaranteed given the non-convexity of the rockbreaker’s workspace, in most cases this is not an issue
and would a symptom of a poor installation.
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Fig. 4. Example of an initially non-feasible φ(σ) trajectory that is subjected to quarter point shifts in order to render
it feasible

3.4. Path Validation
While xI and xF have been verified to be feasible, the same cannot be said for the path between them. The

path feasibility can be verified by first computing p for a given σ using Eq. (12) (CSLM case) or Eqs. (9)
and (10) combined with p = a1+R1

2p′ where R1
2 is a rotation matrix dependent on θ1 bringing frame X1Y1Z1

parallel to X2Y2Z2 and a1 is the position of the origin of frame X2Y2Z2 expressed in X1Y1Z1 (DSJM case).
Afterwards, φmin and φmax are calculated for p according to Section 3.1. If φmin and φmax exist, the breaker
tip position p is feasible (this should always be the case for the DSJM path so long as it remains within the
horizontal work plane). The pose will be feasible if φ obtained from Eq. (11) satisfies φmin ≤ φ ≤ φmax.
By repeating these verifications for σ ∈ [0,1], the feasibility of the DSJM and CSLM paths are known. If
non-feasible breaker orientations are found along either path, Eq. (11) must be modified. Plotting φmin and
φmax as a function of σ defines a region of admissible breaker orientations within the σ −φ plane (Fig. 4).
If the path described by Eq. (11) is not feasible, the corresponding line in the σ −φ plane will not remain
within this region (Fig. 4(a)). By shifting the “quarter points” of the path defined by Eq. (11), i.e. σq = 0.25q
with q = 1,2,3, it may be guided into the feasible region. Each σq for which φ(σq) /∈ [φminq ,φmaxq ] is first
shifted into the admissible region (Fig. 4(b)). Any remaining σq are then modified as required to minimize
the number of line segments defining the φ(σ) function (Fig. 4(c)). Finally, polynomial blends are added
to smooth any corners created in the process of shifting the quarter points (Fig. 4(d)). The modified φ(σ)
function is thus piecewise defined as a combination of straight line and polynomial blend segments. The
latter are defined using 5th-order polynomials of width ∆σ = 0.025 whose coefficients are chosen based on
boundary conditions at each end of the blend region corresponding to the known breaker orientations, the
required dφ/dσ (corresponding to the slopes of the two meeting line segments) and d2φ/dσ2 = 0.

3.5. Time Parameterization of the DSJM and CSLM Paths
The time parameterization of the DSJM and CSLM paths consists of defining σ(t). The proposed pro-

file at the velocity level, i.e. σ̇(t), is chosen to consist of smooth polynomial ramp-up/-down segments
to/from a segment of constant velocity σ̇c (refer to Fig. 5(a)). The total change in σ over the trajectory
is d f = 2dr + dc = 1 where dr and dc result from the ramp-up/-down segments and the constant velocity
segment, respectively. Given the ramp-up/-down duration tr and the total trajectory duration t f , one also has
dc = (t f −2tr)σ̇c. The ramp-up segment of the trajectory is defined as

σ(t) = h0 +h1t +h2t2 +h3t3 +h4t4 +h5t5, t ∈ [0, tr] (13)

and it is simply mirrored to obtain the ramp-down segment (Fig. 5(a)). The polynomial’s coefficients are
obtained from the following boundary conditions

σ(0) = 0, σ(tr) = dr, σ̇(tr) = σ̇c, σ̇(0) = σ̈(0) = σ̈(tr) = 0 (14)
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by solving the following system for h where A is non-singular so long as tr > 0

c =



σ(0)
σ̇(0)
σ̈(0)
σ(tr)
σ̇(tr)
σ̈(tr)

=



1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 0 0 0
1 tr t2

r t3
r t4

r t5
r

0 1 2tr 3t2
r 4t3

r 5t4
r

0 0 2 6tr 12t2
r 20t3

r





h0
h1
h2
h3
h4
h5

= Ah (15)

Prior to solving for the polynomial’s coefficients, tr, dr and σ̇c are determined from a constrained minimiza-
tion of the trajectory duration, i.e.

min
y

t f =
1−2dr

σ̇c
+2tr (16)

where y = [tr, dr, σ̇c]
T is the design vector and the following constraints are applied

C1 : dr ≤ 0.5, C2 : trmin ≤ tr ≤ 0.5t f , C3 :
...
σ (0)≥ 0 and

...
σ (tr)≤ 0, C4 : Q(t)≤Qmin for 0≤ t ≤ t f

The optimization problem is solved using sequential quadratic programming. C1 as well as the upper bound
of C2 represent natural limits on dr and tr, respectively, while the lower bound of C2 is an empirically chosen
constant parameter value selected to provide adequate time for the rockbreaker to reach its cruising speed
(or for σ̇ to reach σ̇c). This is an indirect approach to ensuring acceptable rockbreaker accelerations which
translates to acceptable limits on the hydraulic fluid pressures. This approach, an equivalent version of
which was used in [7], is justified given that a rockbreaker’s hydraulic actuators mostly work to offset its
weight [17] and break ore (the latter of which is outside the scope of this work). Meanwhile, C3 ensures that
0≤ σ̇(t)≤ σ̇c when t ∈ [0, tr]. Given that σ̈(0) = σ̈(tr) = 0, problematic situations such as the one illustrated
in Fig. 5(b) would require σ̈(t) to change sign with the time interval 0 < t < tr. From observation, this may
only occur if

...
σ (t) undergoes two sign changes within the same time interval. Given that C3 requires the

signs of
...
σ (0) and

...
σ (tr) to be different combined with the fact that

...
σ (t) is a quadratic polynomial, this

situation is avoided. Finally, C4 requires that the valve and pump flow rates not exceed the limits described
within Qmin (the “≤” operator is interpreted separately for each of the pairs of elements within Q and Qmin).
An additional constraint is added to the optimization problem for the DSJM case. From Section 2, it is found
that Q1 = A0|ρ̇0|+A1|ρ̇1| and ρ̇ j = (2u jv j sinβ jθ̇1)/(δ jρ j), which leads to

θ̇1 =
Q1

2
(

u0v0A0 sinβ0

δ0ρ0
+

u1v1A1 sinβ1

δ1ρ1

) (17)
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Table 1. Parameter values for a typical rockbreaker

i
ai

(m)
ui

(m)
vi

(m)
εi

(deg)
Qimax

(L/min)
j

ρ jmin

(m)
ρ jmax

(m)
Ablind j

(m2)
Arod j

(m2)
1 0.37 1.28 0.22 -89.04 24 0, 1 1.07 1.5 1.03×10−2 7.16×10−3

2 3.06 0.70 2.09 -57.63 60 2, 3, 4 1.54 2.65 2.01×10−2 1.33×10−2

3 2.38 2.07 0.73 -7.60 60
4 2.57 2.12 0.63 60.56 38

Setting Q1 = Q1max , maximum permissible angular velocities of the swing joint (i.e. θ̇1max) may be obtained
for corresponding joint positions (i.e. θ1), the results of which are plotted in Fig. 6 for a typical rockbreaker.
The swing joint velocity corresponding to the maximum valve flow rate increases dramatically close to the
ends of its range of motion. This is due to a poor kinematic conditioning of the swing joint which makes the
control of the rockbreaker’s motion more difficult. For this reason, C5 : θ̇1 ≤ θ̇1lim is added as a constraint
for the DSJM case where θ̇1lim is set to the lowest point on the θ̇1max v. θ1 plot. Since this plot contains
a relative flat portion spanning the majority of the swing joint’s range of motion, this additional constraint
does not overly impede the planning of time efficient trajectories.

4. RESULTS

Using the proposed methodology, validation trajectories are generated using suitable software (e.g. MAT-
LAB®) for a typical rockbreaker that is representative of commercially available systems. In addition to
b = 1.10 m, γ = 5.20◦ and Qpmax = 170 L/min, the remaining parameter values that were used are presented
in Table 1. Based on a typical underground rockbreaker installation, positions in the work plane located
above each corner of a grizzly (refer to Fig. 1(a)) are defined in Table 2 along with their corresponding
breaker orientations. It may be noted that vertical breaker orientations are not possible when the rock-
breaker is located in the FL and FR positions such that the orientation closest to vertical, as identified using
the approach illustrated in Fig. 4, has been used. From the poses listed in Table 2, the validation trajectories
that were used are defined in Figure 1(b). Although the trajectory planning algorithms are not intended
for real-time planning (i.e. planning occurs prior to rockbreaker motion), the typical delay in computing an
optimized trajectory using either the DSJM or CSLM approach is approximately 50 ms or less once the code
has been compiled to C.

For the case of T1, the x, y and z coordinates of the breaker tip position are plotted as a function of time for
each path planning approach in Figs. 7(a) and 7(b). The difference between paths planned using the DSJM
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Table 2. Rockbreaker poses used to define validation trajectories
x (m) y (m) z (m) φ (deg.)

Near left corner (NL): 2.20 2.15 -1 270
Near right corner (NR): 2.20 -2.15 -1 270
Far left corner (FL): 6.27 2.15 -1 293.6
Far right corner (FR): 6.27 -2.15 -1 293.6
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Fig. 7. Trajectory T1: Position of breaker tip as a function of time using (a) the DSJM approach and (b) the CSLM
approach and (c) motion of the breaker tip within the X1Y1 plane.

and CSLM approaches become apparent in Fig. 7(c) where the respective trajectories are plotted in the X1Y1
plane. It would in fact appear that the CSLM approach is more efficient as the resulting path bringing the
breaker tip from its initial to its final position is a straight line. However, the trajectory durations for the
DSJM and CSLM approaches are 20.5 and 32.8 seconds, respectively. Looking at Figs. 8(a) and 8(b), the
CSLM-based trajectory requires non-monotonous hydraulic actuator length fluctuations (i.e. ρ3 and ρ4).
As these fluctuations represent an inefficient use of available valve and pump flow rates, they lead to an
increased trajectory duration. Ultimately, the most time efficient trajectory in this regard would be obtained
from a straight line path in the rockbreaker’s actuator space (i.e. the hyperspace defined by the components
of ρ). However, such an approach would make it very challenging to plan rockbreaker trajectories effectively
as these are more naturally defined in its task space.

The optimized durations for T1 through T6, obtained using both the DSJM and CSLM approaches, are
summarized in Table 3. The DSJM generally leads to shorter trajectory durations as it more closely replicates
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Table 3. Comparison of trajectory durations obtained using the DSJM and CSLM approaches.
Trajectories: T1 T2 T3 T4 T5 T6

t f (sec.)
DSJM 20.5 30.9 20.5 30.9 15.5 7.1
CSLM 32.8 50.0 22.7 34.7 19.3 15.9

the time-optimal straight line in actuator space. However, both approaches bring value to the trajectory
planning process since one is guaranteed to remain in the rockbreaker workspace (useful to ensure feasible
trajectories) while the other is guaranteed to remain in a region situated directly above the grizzly (useful for
collision avoidance with nearby wall or rock faces). Referring to Fig. 1(a) and Fig. 1(b), one may observe
that T1 and T2, for instance, connect the same two breaker positions in an alternating sequence (the same
could be said for T3 and T4). However, as seen in Table 3, the durations of these trajectories based on the
DSJM approach are not equal. This is explained by the difference in the rod and blind side surface areas of
a hydraulic actuator’s piston, which imply that a greater flow rate is required during the actuator’s extension
at a given rate than during its retraction. This influences the trajectory optimization through constraint C4.
Meanwhile, it may be observed that the durations of T1 and T3 (or T2 and T4) using the DSJM approach are
equal. This result, which may initially appear as non-intuitive, is explained by the fact that both trajectories
require the same motion to take place within the X2Y2 plane. Since, for these trajectories, the motion in this
plane is more time consuming than the swing joint motion, it dictates the overall trajectory duration. As
such, though the swing joint motion of T1 and T3 (or T2 and T4) are different, they do not influence the
trajectory duration.

Finally, the normalized flow rates through each of the rockbreaker’s proportional valves, i.e. Q̂i =Qi/Qimax

(i= 1,2,3,4), as well as the normalized flow rate through its hydraulic pump, i.e. Q̂p =Qp/Qpmax , are plotted
in Figs. 8(c) and 8(d) for T1. The effectiveness of constraint C4 in terms of ensuring that the rockbreaker’s
flow rate limits are always respected may be observed. In both the DSJM and CSLM approaches, the
proportional valve driving the hydraulic actuator of length ρ3 is responsible for limiting the optimization of
the trajectory duration. In terms of comparison, the DSJM approach requires a total flow of 26.2 L from the
hydraulic pump during T1 while in the case of the CSLM approach this is 29.0 L.

5. DISCUSSION AND CONCLUSION

A trajectory planning methodology has been developed for use in a semi-automated rockbreaker system.
DSJM and CSLM path planning approaches were proposed. In each case, the breaker is maintained as close
as possible to a vertical orientation while its tip is kept in a horizontal work plane located above the ore pile.
The DSJM approach guarantees that the path followed by the rockbreaker remains within its workspace.
However, the breaker tip is not guaranteed to remain directly above the grizzly, which increases the likeliness
of collisions. The issue is addressed by the CSLM approach but it may lead to paths that travel outside the
rockbreaker’s workspace. The time parameterization of the DSJM and CSLM paths uses a trajectory profile
consisting of polynomial ramp-up/down trajectory segments leading to/from a constant velocity segment.
This profile is optimized to minimize the trajectory duration while ensuring the satisfaction of valve and
pump flow rate limits. It was found that the DSJM approach typically leads to trajectories of a shorter
duration due to the decoupling of the swing joint motion.

Referring to Figs. 8(c) and 8(d), one may observe that the flow rate limits are only reached at a specific
point along the trajectory (at t = 19.5 seconds in Fig. 8(c) and t = 30.2 seconds in Fig. 8(d)). In contrast,
when operated by humans, the rockbreaker’s valves are often opened to their full capacities during large por-
tions of its motion. With this in mind, future work will seek to improve the trajectory planning methodology
to better exploit the flow rate capacities so as to better approximate the transit times achieved by human
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operators while ensuring the smooth and predictable operation of the rockbreaker.
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